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Abstract. Linguistic summarization of data is to extract a set of summary sentences in the 

form of natural language, so-called linguistic summaries, from numeric data. The extracted 

linguistic summaries should be compact and diverse, and have a validity measure greater than 

a given threshold, so genetic algorithms are applied to extract such linguistic summaries. 

Besides, the interpretability of linguistic summary content is considered in recent studies in 

such a way that enlarged hedge algebras are applied to generate multi-semantic structures for 

linguistic words of linguistic variables ensuring the interpretability of the content of the 

linguistic summaries. However, the membership function of computational fuzzy-set-based 

semantics of linguistic words is usually in the shape of trapezoid. In this paper, a membership 

function of the form S-function is applied to improve the quality of extracted linguistic 

summaries. Besides, the applied algorithm is parallelized to reduce running time. The 

experimental results with the creep dataset have demonstrated the effectiveness of the 

proposed method. 
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1. INTRODUCTION  

Nowadays, numeric data in all sectors of our social life is increasing rapidly. Most of us do 

not easily understand that digital data. Therefore, the need of extracting useful information 

hidden in numeric data for decision making is extremely urgent, requiring researchers to 

propose effective data mining methods. Among those methods, extracting linguistic summaries 

(LSs) in the form of sentences in natural language according to a given structural format from 

numeric data is an effective and useful data mining method. It has practical application 

significance because each LS describes knowledge about real-world objects stored as numeric 

data in a dataset. Knowledge expressed in natural language makes it easier for human users to 

understand than numbers. The structure of LS used in this study is a sentence with Yager's 

quantifier word [1] of the form: “Q y are S” or “Q F y are S” [1-11]. For example, “Very few 

(Q) sales of printers (y) is with high commission (S)” [7], “Most (Q) hospitals (y) with very high 

average hospital stay (F) have very low computer (S)” [5]. Human users read summary 

sentences to understand information and knowledge stored in the dataset through the semantics 

of the linguistic words such as 'very few', 'most', 'high', 'very low', and 'very high' in the linguistic 

summary structure. The quantifier word Q represents a proportion that satisfies the summarizer 

S compared to all objects in the dataset in the first sample sentence or objects in the group that 

satisfy the filter criterion F in the second sample sentence. 

Each linguistic summary is evaluated by the validity measure or truth measure. The validity 

measure is calculated by the membership function value of fuzzy sets representing the 

computational semantics of the corresponding linguistic words in the sentence structure. Each 

linguistic summary in a set of linguistic summaries extracted from a given dataset has its 

validity (T) greater than a given threshold. One of the big challenges of extracting linguistic 

summaries from numeric data is that when all three components Q, F, and S are completely 

unknown in terms of attributes and linguistic words. This case is the most general level, so the 

number of extracted linguistic summaries is very large leading to tremendous computational 

volume. However, human users can discover useful and interesting knowledge hidden in the 

numeric dataset. In practice, human users cannot read all the huge number of extracted linguistic 

summaries, so they just read some certain useful ones. To extract a set of useful linguistic 

summaries, so-called the optimal set of linguistic summaries, genetic algorithms are applied 

based on some constraints and quality assessments [5, 12-14]. 

Despite having quality assessments and adding two additional genetic operators such as 

Propositions Improver operator and Cleaning operator, the genetic algorithm models in [13, 

14] have not eliminated all linguistic summaries with the validity value T = 0 and still have 

three linguistic summaries with the value of T < 0.8. These disadvantages of those algorithm 

models may result from no data pattern satisfying the filter criterion F, and using too few words 

in the quantifier set, which has only five words 'none', 'few', 'half', 'much', and 'most', leading to 

not fully describe the data elements. In addition, the computational fuzzy set-based semantics 

of linguistics words are designed human experts, so they may depend on the intuition 

recognition of them.  

To overcome the limitations of the genetic algorithm models proposed in [13, 14] described 

above, Ho et al. proposed an extraction model [15] that the multi-semantic structures of 

linguistic variables are generated automatically by utilizing enlarged hedge algebras [16]. After 

that, Lan et al. proposed a genetic algorithm model combining the greedy strategy for extracting 

an optimal set of linguistic summaries [17]. This hybrid algorithm model extracts a set of 
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linguistic summaries without the value of T less than 0.8. However, the set of values of the 

fuzzy parameters (FPs) of enlarged hedge algebras used to generate multi-semantic structures 

for dataset’s attributes is determined based on the experience of human experts, so they may 

not be optimal. Therefore, Phong et al. proposed an algorithm to optimize the set of values of 

fuzzy parameters to improve the quality of the set of linguistic summaries extracted from 

numeric dataset, in which the swarm optimization algorithm (PSO) combines with genetic 

algorithm and greedy strategy to simultaneously optimize the set of values of FPs and the set 

of extracted linguistic summaries [18]. The computational fuzzy set-based semantics of 

linguistic words used to construct the multi-semantic structures in [15, 17, 18] have their 

membership function in the form of trapezoid that can represent the interval semantic core of 

linguistic words. However, this type of membership function has its edges represented by a 

linear function with large slope, so it is not flexible and causes large information loss. The 

computational fuzzy set-based semantics in the form of S-function was first proposed in [19] 

and effectively applied to regression [19] and classification problems [20, 21]. It is a nonlinear 

function, so it is suitable for both representing the variation of the inherent semantics and the 

interval semantic core of linguistic words. In this paper, the membership function in the form 

of S-function is applied to construct multi-semantic structures for linguistic variables to improve 

the quality of the extracted set of linguistic summaries. Besides, the applied hybrid genetic 

algorithm in [18] is parallelized to reduce running time. Experimental results with the creep 

database have demonstrated the effectiveness of the proposed method. 

2. RESEARCH METHOD 

2.1. Extracting linguistic summaries from numeric data with quantifier word 

To summarize numeric datasets using sentences in natural language, Yager [1] proposed a 

sentence structure extracted as a fuzzy clause with quantifiers. The problem of extracting a set 

of summary sentences, so-called linguistic summaries, from a numeric dataset is stated as 

follows: 

Let Y = {y1, y2, …, yn} be a set of objects (records) in the dataset such as a set of customers 

of a bank; A = {A1, A2, …, Am} is the set of attributes to be considered of objects in set Y such 

as AGE, SALARY, MARITAL, … Denote Ai(yj) the value of the attribute Ai of object yj. The 

dataset is given by the set D = {{A1(y1), A2(y1), …, Am(y1)}, …, {A1(yn), A2(yn), …, Am(yn)}} is 

the input to the problem of extracting linguistic summaries. The output of the problem is a set 

of linguistic summaries containing quantifier words in one of the following general forms: 

 Q y are S       (1) 

  Q F y are S      (2) 

where S is the summarizer of the linguistic summary expressed by one word in the value domain 

of the linguistic variable. Q is a quantifier with semantics that represents the proportion of 

objects that satisfy summarizer S in the entire dataset D as in sentences like the form (1) or in 

the group of objects that meet the filter criterion F as in sentences like the form (2). The filter 

criterion F is optional to identify a group of objects in the set of objects Y considered in the 

summary statement. For example, a fuzzy filter criterion like AGE = ‘young’ means only 

considering subjects in the age group ‘young’. The validity value T is a value in the interval [0, 

1] that evaluates the correctness of the linguistic summary. The value of T is considered the 

truth value of a fuzzy proposition with a quantifier and is calculated according to one of the 

following two formulas [14, 17, 18]: 
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where Q, F, and S are the membership function values of the fuzzy sets representing the 

semantics of linguistic words in the components Q, F, and S, respectively. 

Among the linguistic summary candidates, only the ones which have their value of T 

greater than a given threshold  (e.g.,  = 0.8 [14]) are put into the set of extracted linguistic 

summaries to ensure the quality of the extracted set. In addition, some other evaluation 

measures such as imprecision, coverage, focus, and appropriateness [11, 14] can be used to 

evaluate the goodness of the linguistic summary. 

Although the threshold  has been set, the number of extracted linguistic summaries is still 

very large. Therefore, Donis-Diaz and his colleagues in [13, 14] applied genetic algorithms to 

extract a set of the optimal linguistic summaries based on goodness and diversity measures. 

In [14], the goodness Gn of a linguistic summary is evaluated by formula (5), where St(Q) 

is the weight of the pre-selected quantifier word Q based on the priority of the quantifier words. 

In [13, 14], the values of St(Q) are St("Most" ) = 1, St("Much" ) = 0.75, St("Half" ) = 0.20, 

St("Some" ) = 0.15, St("Few" )=0.05. In both studies, the goodness Gd of a set of linguistic 

summaries is the average of the goodness of each linguistic summary in the set according to 

formula (6), where l is the number of linguistic summaries in the set. 

 𝐺𝑛 = 𝑇 ∙ 𝑆𝑡(𝑄)    (5) 

 𝐺𝑑 =  
∑ 𝐺𝑛𝑖

𝑙
𝑖=1

𝑙
    (6) 

In [13, 14], the diversity of a set of linguistic summaries is computed by formula (7):  

 𝐷𝑒 =
𝐶

𝑙
    (7) 

where l is the number of linguistic summaries and C is the number of clusters when clustering 

the linguistic summary set specified by the similarity function L as follows: 

𝐿(𝑝1, 𝑝2) = {
𝑌𝑒𝑠     𝑖𝑓 ∑ 𝐻(𝑝1𝑘, 𝑝2𝑘)𝑚

𝑘=0 < 2
𝑁𝑜      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                           

    (8) 

In formula (8), if the function L(p1, p2) has its value ‘Yes’, two linguistic summaries p1 

and p2 are similar. 𝑝1𝑘 and 𝑝2𝑘 are two vectors which have m + 1 elements, where their first 

elements p10 and p20 are the indexes of the quantifier word Q in Dom(Q) and the elements p1i 

and p2i are the indexes of the words in the linguistic value domain Dom(Ai) of the linguistic 

variable associated with the attribute Ai of the vector representing two linguistic summaries p1 

and p2. If the attribute Ai is not in the linguistic summary, the ith element in the vector 

representing the linguistic summary takes the value of 0. The function H(p1k, p2k) is used to 

compare the kth elements of two vector and computed by formula (9) as follows: 
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𝐻(𝑝1𝑘, 𝑝2𝑘) = {

1   𝑖𝑓   |𝑝1𝑘 − 𝑝2𝑘| > 𝑟𝑜𝑢𝑛𝑑 (20% ∗ 𝑠𝑖𝑧𝑒 (𝐷𝑜𝑚(𝐴𝑘)) 𝑜𝑟

𝑖𝑓        𝑝1𝑘 = 0 𝑎𝑛𝑑 𝑝2𝑘  ≠ 0                        𝑜𝑟
𝑖𝑓         𝑝1𝑘 ≠ 0 𝑎𝑛𝑑 𝑝2𝑘 = 0                            

0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                           

 (9) 

Based on the goodness Gd and diversity De of the set of linguistic summaries, the fitness 

function Fit of each individual representing a set of linguistic summaries is computed as 

follows: 

  𝐹𝑖𝑡 = 𝑚𝑔𝐺𝑑 + 𝑚𝑑𝐷𝑒      (10) 

where mg and md are the weight of Gd and De, respectively, satisfying the condition mg + md 

= 1. The authors in [14] chose the value of mg is 0.7 and md is 0.3.   

2.2. Extracting a set of optimal linguistic summaries ensuring the interpretability of their 

contents 

The fuzzy partitions manually designed for linguistic variables in the proposals in [13, 14] 

are singular and the number of linguistic words corresponding to each variable is limited to 7 ± 

2. To overcome those limitations of the existing proposals, the authors in [15] proposed a 

method to design fuzzy partitions in the form of an interpretable and scalable multi-semantic 

structure, which ensures two relationships based on the inherent semantics of linguistic words: 

the semantic order relationship and the generality and specificity relationship of linguistic 

words by utilizing the mathematical formalism of the algebras theory. These relationships are 

preserved when mapping from a set of linguistic words to a set of computational fuzzy set-

based semantics. When users need to expand the number of linguistic words used to design the 

multi-semantic structures, they only need to add more specific linguistic words at the level k + 

1 while preserving the semantics of the linguistic words being used. This approach ensures the 

interpretability of the content of the extracted linguistic summaries. Besides, a new genetic 

algorithm combining with greedy strategy is proposed to limit the number of extracted linguistic 

summaries that have their validity value T = 0. The sentence structure of the extracted linguistic 

summaries is in the form of (11) as in [15]. 

“Qos are o(Es),” and “Qos that are o(Fq) is o(Es)”    (11) 

where o(Es) is the summarizer, o(Fq) is the filter criterion.  

The greedy strategy of extracting a linguistic summary Random-Greedy-LS proposed in 

[16] is summarized as follows: 

- Step 1: Randomly generate a filter criterion o(Fq) including the attributes and their linguistic 

words. Compute the support of o(Fq) using the formula supp(o(Fq)) = ∑ 𝜇𝐹𝑞
(𝑦𝑖)

𝑛
𝑖=1 /𝑛, where 

n is the number of records in the dataset. If supp(o(Fq)) >  (a threshold input by user), the 

filter criterion o(Fq) is accepted and goto Step 2, otherwise rondomly generate another filter 

criterion o(Fq). 

- Step 2: Randomly select an attribute in the filter criterion o(Es) according to the pre-specified 

number of attributes, scan the combinations of used linguistic words of the attributes in o(Es) 

to get a combination of lingusitic words that has the maximum value of the expression 𝑟 =
∑ 𝜇𝑜(𝐹𝑞)∧𝜇𝑜(𝐸𝑠)

∑ 𝜇𝑜(𝐹𝑞)
. 
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- Step 3: Select a quantifer word Q* in the used word set that makes 𝑇 = 𝜇𝑄∗(𝑟) reaches the 

maximum value. If there are many words Q*, select the one that has the largest semantic order. 

The output of the above algorithm is a linguistic summary with large value of goodness Gn 

among the linguistic summaries that have the same filter criterion o(Fq) and structure o(Es). 

To extract a set of linguistic summaries which has its goodness and diversity as large as 

possible, the authors in [17] proposed a genetic algorithm combining with the greedy strategy 

described above, so-called Greedy-GA. That hybrid algorithm is implemented based on three 

genetic operators: Selection operator chooses a certain proportion of the best individuals based 

on the value of the fitness function Fit according to formula (10) to the next generation; 

Crossover operator exchanges the linguistic summary between the individuals; Mutation 

operator replaces several linguistic summaries of an individual with the new ones generated by 

the procedure Random-Greedy-LS. Thus, the Crossover operator does not change the 

goodness of each linguistic summary but changes the goodness of the set of linguistic 

summaries, and the Mutation operator changes both the goodness Gd and diversity De of the 

set of linguistic summaries. The experimental results showed that the Greedy-GA method 

outperformed the Hybrid-GA method in [14]. However, the fuzzy parameter values of hedge 

algebras associated with linguistic variables are specified by human experts and depend on their 

experience. Therefore, the fuzzy parameter values used in the experiments may not be good 

enough. The authors in [18] proposed an optimization scheme for concurrently optimizing the 

fuzzy parameter values and the extracting linguistic summary sets. The performance of the 

proposed model was shown by the experimental results. 

2.3. The proposed method of extracting a set of optimal linguistic summaries 

It can be seen that the membership function of computational fuzzy-set-based semantics of 

linguistic words used to construct the multi-semantic structures in the existing models in [15, 

17, 18] is in the shape of trapezoid. Although this type of membership function can represent 

the interval semantic core of linguistic words, it has two edges represented by a linear function 

with a large slope. Therefore, it is not flexible and may cause large information loss. The 

computational fuzzy set-based semantics in the form of S-function was first proposed in [19] 

and effectively applied to regression [19] and classification problems [20, 21]. It is shown in 

Figure 1 that this type of function is nonlinear, so it is suitable for both representing the variation 

of the inherent semantics and the interval semantic core of linguistic words.  

a b c d e g
 

Figure 1. A type of membership function of fuzzy set in the form of S-function [19]. 

Assume that v is a datum, the function represents the membership degree of v to the left 

part of the S-function, Sleft as follows: 
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and the function represents the membership degree of v to the right part of the S-function, Sright 

as follows: 

Sright = 

2

2
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( )
1 ,
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,
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                                                       (13) 

In this paper, to make use of the advantages of S-function, it is applied to construct multi-

semantic structures for linguistic variables to improve the quality of the extracted set of 

linguistic summaries. We also applied the multi-semantic structure used in [21] that ensures the 

interpretability in the sense of Tarski [22] as shown in Figure 2. 

c- c+

f(c-) f(c+)

01 11

02 12Vc- Vc+Lc- Lc+

f(Vc-) f(Lc-) f(Vc+)f(Lc+)

f(1)f(0)

W

f(W)

f(W)

W
 

Figure 2. A multi-semantic structure using the membership function in the form of S-function [19]. 

Besides, the hybrid genetic algorithm FPO_GreadyGA in [18] is structured by two nested 

optimization algorithms. The outer algorithm is a particle swarm optimization (PSO) [23] used 

to optimize fuzziness parameter values and the inner algorithm is a genetic algorithm combining 

with greedy strategy used to optimize the set of linguistic summaries. Because of being a nested 

algorithm, it runs quite slowly. Therefore, in this paper, it is parallelized to reduce running time 

and its new structure is described in the algorithm Parallel_FPO_GreadyGA.  

 

0 ≤ v ≤ a  

a ≤ v ≤ b  

b ≤ v ≤ c  

v ≥ c  

0 ≤ v ≤ d  

d ≤ v ≤ e  

e ≤ v ≤ g  

v ≥ g 
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 Algorithm Parallel_FPO_GreadyGA 

Input: Dataset D; 

Parameters: Gmax, N, syntactic semantics of hedge algebras;  

//Gmax: the number of cycles, N: the number of particles; 

Output: The optimal fuzziness parameter values bestGlobalFit; 

Begin 

   Randomly generate initial swarm S0 = {𝑋𝑖
0 | i = 1, …, N} with 𝑋𝑖

0 = {𝑚(𝑐−), 𝜇(𝐿𝑖𝑡𝑡𝑙𝑒)}; 

   Initialize 𝑃𝐺𝑡 and 𝑃𝑖
𝑡 to 0 to store the global and personal best position; 

   bestGlobalFit = 0; 

   For each particle xi parallel do begin 

         𝐹𝑖
0 = Greedy-GA(𝑋𝑖

0); //Call Greedy-GA algorithm 

         If 𝐹𝑖
0 > bestGlobalFit then begin 

               bestGlobalFit = 𝐹𝑖
0;  

 𝑃𝐺0 = 𝑋𝑖
0; 

         End; 

         Update the personal best position 𝑃𝑖
0 of particle xi based on 𝐹𝑖

0; 

   End; 

    t = 1; 

    Repeat 

         For each particle xi parallel do begin 

              Update new velocity 𝑉𝑖
𝑡 of particle xi; 

              Update new position 𝑋𝑖
𝑡 of particle xi; 

              𝐹𝑖
𝑡 = Greedy-GA(𝑋𝑖

𝑡); //Call genetic algorithm combing with greedy strategy 

              If 𝐹𝑖
𝑡 is greater than 𝐹𝑖

𝑡−1 then begin 

                  Update the personal best position 𝑃𝑖
𝑡 of particle xi based on 𝐹𝑖

𝑡; 

                  If 𝐹𝑖
𝑡 > bestGlobalFit then begin 

   bestGlobalFit = 𝐹𝑖
𝑡;  

   𝑃𝐺𝑡 = 𝑋𝑖
𝑡; 

                  End; 

             End; 

         End; 

         t = t + 1; 
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    Until t = Gmax; 

    Return bestGlobalFit và 𝑃𝐺𝐺𝑚𝑎𝑥−1; 

End. 

In the proposed algorithm described above, the enlarged hedge algebras [16] is applied to 

generate multi-semantic structures, so each particle xi at generation t of the swarm represents a 

set of fuzziness parameter values 𝑋𝑖
𝑡 = {𝑚(0), 𝑚(𝑐−), 𝑚(𝑊), 𝑚(1), 𝜇(𝐿𝑖𝑡𝑡𝑙𝑒), 𝜇(ℎ0)} , 

where 𝑚(0), 𝑚(𝑐−), 𝑚(𝑊), 𝑚(1), 𝜇(𝐿) , and 𝜇(ℎ0)  are the fuzziness measures of the 

smallest word constant 0, the generator word c-, the neutral element W, the largest word constant 

1, the negative hedge Little (L), the artificial hedge h0, respectively. Because there are only two 

hedges Little and Very applied to the model, the fuzziness measure of the positive generator c+ 

is computed as 𝑚(𝑐+) = 1 − 𝑚(0) − 𝑚(𝑐−) − 𝑚(𝑊) − 𝑚(1) and the one of positive hedge 

Very (V) is computed as 𝜇(𝑉𝑒𝑟𝑦) = 1 − 𝜇(𝐿𝑖𝑡𝑡𝑙𝑒) − 𝜇(ℎ0) . Each set of given fuzziness 

parameter values represented by 𝑋𝑖
𝑡  is the input of the algorithm Greedy-GA. The multi-

semantic structures designed using fuzzy sets of the shape of S-function of linguistic variables 

are automatically generated for the reasoning process. During the reasoning process, 

computational fuzzy set-based semantics of the shape of S-function are interacted with data to 

specify the parameter values of the algorithm model. Furthermore, the algorithm is parallelized 

in such a way that at each iteration of outer loop, the inner loop separates particles in the swarm 

for parallel execution. Therefore, each particle is independently executed on a single core of a 

computer. It means that each inner loop independently executes the algorithm Greedy-GA on 

a core. The disadvantage of this algorithm is that the maximum number of particles is the 

number of cores of the computer used to experiment. However, modern processors have a lot 

of cores, so it is not too much of a concern. 

The output of the proposed algorithm is a set of values of the fuzziness parameters stored 

in the global variable 𝑃𝐺𝐺𝑚𝑎𝑥−1  corresponding to the value of the best fitness function 

bestGlobalFit in the last iteration. In a practical implementation, the variable bestGlobalFit can 

be an object variable containing the optimal set of linguistic summaries. 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

3.1. Experiment setup 

In this paper, the experimental program is implemented by C# programming language, 

.NET Framework 4.0 and Task Parallel Library, running on a computer with Intel Core i7-

1360P 2.2GHz (16 cores), 16GB RAM, and Windows 11 64-bit. The experimental data set is 

creep [14]. The parameter values of the experimental algorithm model are as follows: 

- The number of iterations of the PSO algorithm in the outer loop is 5, the number of 

particles is 10 (less than the number of cores of the computer), the Inertia coefficient is 0.7, the 

self-cognition and social-cognition coefficients are both 1.5. 

- The number of generations of the genetic algorithm in the inner loop is 100, the number 

of individuals per generation is 20, the selection rate is 0.15, the crossover rate is 0.8, and the 

mutation rate is 0.1. 

- The number of sentences extracted in each set of linguistic summaries is 30. 

- The constraints on the fuzziness parameter values are set as in [18] and through the 

experimental process as follows: 
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+ The constraints on the attributes of creep: 0,001 ≤ 𝑚(0) ≤ 0,05;  0,2 ≤ 𝑚(𝑐−) ≤
0,35;  0,02 ≤ 𝑚(𝑊) ≤ 0,05; 0,35 ≤ 𝑚(1) ≤ 0,4; 0,2 ≤ 𝜇(𝐿) ≤ 0,5;  0,05 ≤ 𝜇(ℎ0) ≤ 0,3. 

+ The constraints on the quantifier word Q: 0,001 ≤ 𝑚(0) ≤ 0,05;  0,2 ≤ 𝑚(𝑐−) ≤
0,45;  0,001 ≤ 𝑚(𝑊) ≤ 0,15; 0,002 ≤ 𝑚(1) ≤ 0,05 ; 0,2 ≤ 𝜇(𝐿) ≤ 0,5;  0,05 ≤ 𝜇(ℎ0) ≤
0,3. 

+ The constraints on the other attributes: 0,001 ≤ 𝑚(0) ≤ 0,05;  0,2 ≤ 𝑚(𝑐−) ≤
0,45;  0,002 ≤ 𝑚(𝑊) ≤ 0,15; 0,001 ≤ 𝑚(1) ≤ 0,05 ; 0,2 ≤ 𝜇(𝐿) ≤ 0,5;  0,05 ≤ 𝜇(ℎ0) ≤
0,3. 

+ The specificity of the word domains of all attributes and quantifier Q: k = 3. 

3.2. Experimental results and comparisons 

The creep dataset [14] is used for our experiments. The experimental algorithm models, 

which are Greedy-GA in [17], FPO_GreadyGA in [18], and our proposed algorithm 

Parallel_FPO_GreadyGA in this paper were run experimentally 10 times. The results of the 

10 runs were averaged and the last figures are shown in Table 1. 

Table 1. The comparison of the experimental results of the proposed model and the existing models 

FPO_GreadyGA [18], Greedy-GA [17], and Hybrid-GA [14]. 

Models 

Fitness 

function 

value Fit 

The average 

truth values T 

The number of 

summaries 

with Q > a half 

The number 

of summaries 

with T > 0,8 

The number 

of summaries 

with T = 0 

Hybrid-GA [14]  0.6659 0.9139 17.8 27.0 1.0 

Greedy-GA [17] 0.7905 0.9951 18.8 30.0 0.0 

FPO_GreadyGA [18] 0.8828 0.9970 21.9 30.0 0.0 

Parallel_FPO_GreadyGA 0.8872 0.9997 22.7 30.0 0.0 

It can be seen in Table 1 that with the same experimental values of models’ parameters, the 

proposed algorithm model Parallel_FPO_GreadyGA has its average fitness function value Fit 

is 0.9997, the average truth values T is 0.8872, the number of linguistic summaries with Q > a 

haft is 22.7, all greater than those of FPO_GreadyGA in [18], Greedy-GA in [17], and 

Hybrid-GA in [14]. Besides, the proposed model has a maximum number of summary 

sentences with truth value T > 0.8 of 30 summary sentences and no summary sentences with 

truth value T = 0, equivalent to the results of both FPO_GreadyGA and Greedy-GA models. 

Furthermore, considering the diversity aspect of the extracted linguistic summary set, the 

average diversity values of the proposed model is 0.91668, greater than the one of 

FPO_GreadyGA that is 0.90667. It proves that the increasement of the fitness function value 

is contributed by both goodness and diversity values. With the above comparison results, it can 

be stated that the proposed algorithm model with the computational fuzzy set-based semantics 

in the form of S-function gives better experimental results than the other three compared 

models. 

Table 2. The comparison of running times of the proposed model between running sequentially and 

running in parallel. 

Comparison criterion 
Running 

sequentially 

Running in 

parallel  
Percentage of reduction 

Running time (in second)  19772 5714 -71.1% 

Considering the running time, the comparison results are shown in Table 2. Specifically, 

when running sequentially on a single core, the average running time of a cycle of the outer 
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PSO is 19772 seconds. Whereas, when the number of particles is set to 10, they will be run 

separately on 10 cores of the computer and the average running time of a cycle of the outer PSO 

will be reduced to 5714 seconds, according to a reduction of 71.1%. Therefore, we can state 

that our new proposed algorithm model is efficient in both aspects of running time and the 

goodness and diversity measures.  

4. CONCLUSION 

Linguistic summarization of data is an essential problem in data mining field because it 

extracts useful knowledge in the form of sentences of natural language, so-called linguistic 

summaries, from numeric data. The existing studies focuses on extracting a set of compact 

linguistic summaries with high validity and diversity by utilizing fuzzy set theory and genetic 

algorithm. Recently, enlarged hedge algebra was utilized to automatically generate multi-

semantic structures for linguistic variables ensuring the interpretability of the content of the 

linguistic summaries. However, the membership function of computational fuzzy-set-based 

semantics of linguistic words is usually in the shape of trapezoid. This type of membership 

function has its edges represented by a linear function with large slope, so it is not flexible and 

causes large information loss. In this paper, a membership function of the form S-function is 

applied to improve the quality of extracted linguistic summaries because this type of function 

is nonlinear, so it is suitable for both representing the variation of the inherent semantics and 

the interval semantic core of linguistic words. Besides, the applied algorithm is parallelized to 

reduce running time. The experimental results with the creep dataset have demonstrated the 

effectiveness of the proposed method on both aspects of running time and the goodness and 

diversity measures. 
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