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Abstract. Cluster analysis is often employed as the initial stage in organizing heterogeneous data into 

homogeneous groups. Choosing an effective clustering approach and an ideal number of clusters in a 

traffic accident dataset might be complex and challenging. This study aims to evaluate the 

effectiveness of k-means and two-step cluster methods. Subsequently, the two-step cluster method and 

GIS are applied to analyze the traffic accident datasets from 2015 to 2017 in Hanoi, Vietnam. First, 

according to the Silhouette score, the two-step cluster method achieved a higher score of 0.563, while 

the k-means method scored 0.341. A higher Silhouette score indicates more well-defined clusters. 

Second, the research suggests combining the two-step cluster method with GIS for analyzing traffic 

accident datasets. The outcome identifies five typical types of accidents in Hanoi. In addition, the 

locations of various accident types were visually illustrated on a map, enabling traffic officials to 

recommend precise and urgent countermeasures. Importantly, the clustering results reveal that the 

two-step cluster method exhibits a significantly higher rate of homogeneous data in the clusters 

compared to the k-means method. This study demonstrates that the two-step cluster method is not only 

more effective than the k-means method in terms of clustering ability but also in data pre-processing. 

The study's results enable authorities to gain a more detailed understanding of typical traffic accident 

patterns in Hanoi. Besides, the employed methods could potentially be applied to other regions, 

providing an additional avenue for analysis.  
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1. INTRODUCTION   

Currently, one of the most urgent issues in the globe is traffic accidents. In the world, 

traffic accidents rank as the eighth most common cause of mortality. Traffic accidents kill 

about 1.25 million people and injure 50 million people each year according to the Road Safety 

Annual Report 2022 [1]. In Vietnam, there were 11,450 traffic accidents in 2022, resulting in 

6,384 deaths and 7,804 injuries [2]. A traffic accident is an unforeseen event that can occur in 

various situations [3]. Among the various elements influencing traffic accidents are accident 

types, environmental conditions, roadway designs, vehicle specifications, and driver 

characteristics, etc. The primary aim of accident data analysis is to identify important factors 

causing traffic accidents [3,4]. Traffic accident data analysis is crucial for determining 

characteristics related to serious accidents, providing valuable insights for safe driving 

recommendations. Traffic accident data analysis can identify several underlying causes of 

traffic accidents. Analyzing accident data is the key to understanding contributing factors, 

allowing for the implementation of effective preventive measures to reduce traffic accidents 

and enhance overall road safety. 

In fact, traffic accident data analysis is really challenging because there are many 

different causes and types of accidents in various situations [5,6]. This leads to many valuable 

information being hidden while analyzing traffic accident data sets if only traditional analysis 

methods are used. It is really difficult to determine the important causes and factors that cause 

traffic accidents. Thus, data mining techniques such as clustering algorithms, classification, 

and association rule mining are very useful in evaluating the various features relevant to road 

accidents and in analyzing the various circumstances of the occurrences of accidents. In 

addition, identifying locations where accidents frequently occur, known as hotspots, is also 

important in indicating accident-related characteristics [7,8]. 

Determining accident hotspots can be aided by clustering accident locations [5,8]. The 

authorities may then be able to evaluate each of those hotspots independently and implement 

efficient preventive measures with the support of that hotspot analysis [9]. Furthermore, 

drivers can avoid accidents if they know hotspot locations [10]. The accuracy of hotspot 

clusters affects awareness, caution, safety, and accident avoidance [5,8,10].  

In fact, traffic accident data are frequently diverse, which causes some relationships to be 

obscured. Traffic accident data can contain both numerical and category data. Thus, several 

previous research attempted to reduce variability by either concentrating on a very particular 

traffic accident type or developing distinct models for each traffic accident type. Expert 

knowledge is frequently used to segregate traffic accident data. It is not assured, however, that 

each cluster represents a homogeneous set of traffic accidents [11]. Thus, cluster analysis is 

frequently used as the initial stage in organizing heterogeneous data into homogeneous groups 

[11-13].    

Previous studies have shown that each clustering method has its own advantages and 

disadvantages. Some methods can only handle small data, while others can handle large data. 

Some give spatial results, while some give non-spatial results. Several methods can only 

process numerical data, while other methods can only process category data [12]. Meanwhile, 

traffic accident data can contain both numerical and category data. Besides, visualizing the 

location of clusters will help the later analysis process be more detailed and accurate. 

Therefore, in this paper, the authors will analyze the limitations of widely used methods. 

Then, it is recommended to apply two-step cluster method combined with geographical 
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information system (GIS) to analyze and visualize the results as an alternative method to 

overcome the limitations mentioned above. Experimental evaluations based on real data sets 

in Hanoi during 2015 to 2017 also demonstrate that this approach outperform others in 

clustering various types of traffic accidents. 

The remainder of this paper is organized as follows. Section 2 reviews earlier studies in 

applying methods to cluster traffic accident data sets. Next, the methods and data used for the 

research are mentioned in Section 3. Section 4 shows the results and discussions. Finally, the 

conclusions, limitations of the study, suggestions, and future works are also illustrated in 

Section 5.    

2. LITERATURE REVIEW 

The objective of clustering algorithm is to partition the data into distinct clusters or 

groups. Within each group, objects are expected to exhibit similarities, while objects in 

different clusters should demonstrate dissimilarities [13]. Besides, clustering techniques 

contribute significantly to the field of traffic accident analysis by extracting meaningful 

patterns and providing actionable insights. These applications help authorities, policymakers, 

and researchers make informed decisions to improve road safety, allocate resources 

effectively, and develop targeted interventions tailored to specific accident characteristics. 

There are four main applications of clustering techniques in traffic accident analysis such as 

identifying accident hotspot locations (including temporal and spatial analysis) [14-16], 

classifying accident types [4], understanding contributing factors to accidents [17], assessing 

and predicting of risks [18]. 

Hierarchical, grid-based, partitional, density-based, and model-based clustering 

algorithms are among the five primary kinds of clustering algorithms [12]. Hierarchical 

algorithms, such as Clustering Using REpresentatives (CURE) and Balanced Iterative 

Reducing and Clustering using Hierarchies (BIRCH), are effective for summarizing and 

visualizing data but face scalability challenges due to the need to evaluate numerous events 

for each decision [12]. The BIRCH algorithm does not work well with non-spherical clusters, 

cannot work with non-numerical variables, and sensitive to the order of the data record [13]. 

Grid-based algorithms, including STatistical INformation Grid (STING) and CLustering In 

QUEst (CLIQUE), are suitable for identifying spherical-shaped clusters. However, only 

clusters with horizontal or vertical boundaries can be identified, those with oblique boundaries 

remain undetected. In addition, the choice of input parameters significantly impacts clustering 

outcomes and poses a challenge in selection [19].  

Density-based algorithms, like Density-Based Spatial Clustering of Applications with 

Noise (DBSCAN) and Ordering Points to Identify the Clustering Structure (OPTICS) are 

prevalent for detecting clusters with arbitrary shapes [12]. In DBSCAN and OPTICS, the 

computation of density involves counting the number of events within a specified area 

determined by a bandwidth, and the accuracy of this calculation is markedly influenced by the 

chosen value for the bandwidth. Although density-based algorithms are robust to outliers, 

they are sensitive to density variations. They cannot select the best number of clusters 

automatically as well as does not work well in high dimensional space [13]. 

Among the partitional algorithms are k-medoids and k-means. Although this approach is 

easy to implement, seldom used in many applications because it requires predetermined 

cluster numbers. In addition, these both algorithms are unable to process categorical data 



Transport and Communications Science Journal, Vol. 75, Issue 04 (05/2024), 1673-1687 

1676 

[7,12]. Moreover, the k-means algorithm takes into account the complete dataset and produces 

clusters with spherical shapes, which may not be ideal for accurately depicting regions prone 

to traffic accidents [20]. The authors of [7] applied the k-means method to identify high-

frequency accident areas. This study also recommends that before analyzing accident data, the 

use of appropriate clustering techniques will reduce the variability of the data and may help 

reveal hidden information. Nevertheless, this study applied only partitioning clustering 

methods. The authors of [21] applied k-means to group the combinations of the four 

indicators into categories with homogeneous effects on run-off-road injury crashes frequency 

and severity. This study did not group by types of accident. A disadvantage of this algorithm 

is that the number of clusters required must be determined in advance, which may result in the 

dataset being incorrectly clustered. Besides, the study of [4] applied k-modes algorithm, a 

modification of the k-means algorithm, that swaps clusters for modes. The k-modes algorithm 

is capable of handling categorical data but lacks the ability to handle both numerical and 

categorical data simultaneously. Furthermore, like the k-medoids and k-means, the k-modes 

also need a known number of clusters.  

The two-step cluster method enables us to address these limitations. The study of [22] 

applied the two-step cluster method to cluster the profile of bank customers. However, this 

approach is still not commonly used in the analysis of traffic accident datasets. Besides, 

visualizing the locations of clusters and the positions of each traffic accident within each 

cluster is really challenging. Since a long time ago, many different types of studies on road 

safety have used geographic information systems (GIS). Because traffic accident locations 

and its attributes are routinely maintained in a GIS, we may quickly search for and look into 

possible causes [23]. Consequently, there is potential for data mining techniques and GIS 

integration in various disciplines, particularly in the analysis of traffic accident.  

3. DATA AND METHODS 

3.1. Data   

3.1.1. Data Collection 

The investigation was conducted in Hanoi that is the capital of Vietnam. Currently, with 

an area of 3,359.82 km² and a population of 8.4 million people, Hanoi is the largest city in 

Vietnam. The primary modes of transportation in Hanoi include motorbikes, buses, taxis, and 

an increasing number of private vehicles. According to statistics from the Hanoi Department 

of Transport, the Hanoi's infrastructure system is serving about 7.9 million vehicles (of which, 

1.1 million cars, 6.6 million motorbikes and 0.2 million electric vehicles). The annual average 

growth rate is over 10% per year for cars, over 3% per year for motorbikes. In addition, there 

are about 12 million vehicles from other provinces participating in traffic in Hanoi [24].  

Hanoi has one of the most complex transportation systems, along with a diversity of 

serious traffic accident situations. According to the Hanoi Department of Transport, there is a 

substantial risk of traffic accidents since Hanoi's transportation infrastructure cannot keep up 

with the current rate of urbanization. Hanoi has been facing a huge challenge that is traffic 

accidents [25]. The analysis to determine the primary causes of accidents has not yet been 

taken into account. Therefore, the authors decided to choose Hanoi for investigation. 

The traffic accident dataset for this research is drawn from all officially police-reported 

traffic accidents in Hanoi city over three years (2015−2017) (1132 accidents). Several 
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previous studies have demonstrated that analyzing traffic accident data collected over a three-

year period is appropriate [11, 26-27]. This dataset includes the majority of traffic accidents, 

which are typically not resolved by the parties involved, involving serious injury or death and 

reported by the police, instead of encompassing all accidents that happened. Data on slight 

traffic accidents, often resolved by the parties involved, are either not collected or recorded 

incompletely. To facilitate the investigation and analysis of this dataset, the authors assume 

that the user of the first vehicle is responsible for causing the accident (first party), while the 

user of the second vehicle is identified as the second party (victim). The dataset comprises 

both categorical and numerical data. The dataset contains significant details such as the date 

and time of accident occurrences, accident locations, types of accidents, causes of accidents, 

severity levels, the first party’s age, gender, vehicle type, and status, as well as the victim’s 

age, gender, vehicle type, and status. In addition, it includes information on the number of 

people injured and the level of injury involved.     

3.1.2.  Data Preparation 

Data mining approaches emphasize noise elimination, handling missing values, and 

discarding irrelevant features. Therefore, firstly, the dataset needs to undergo a cleaning 

process before the analytical phase can commence. The data preparation procedure renders 

the dataset accessible for further research [12]. The final pre-processed dataset comprises 18 

variables, deemed sufficient for the investigation. Tab. 1 provides an illustration of the 

dataset's description.  

Table 1. The variables of traffic accidents. 

Type Variable 

Numerical Age; Speed limit; Number of victims. 

Categorical 

Vehicle type; Accident type; Reason; Severity index; Consequence; Gender; 

Crossroad; Populated area; Road type; Road sort; Surroundings; Weekend; Hour; 

Season; Road surface. 

3.2. Methods  

3.2.1. The two-step cluster method 

Because the two-step cluster approach in SPSS statistics software is suitable for 

processing big datasets with both numerical and categorical variables, it was used in this 

investigation. Moreover, the optimal number of clusters is automatically determined [28]. Pre-

clustering, resolving outliers, and clustering are the three processes in this method. First, the 

dataset is scanned using Euclidian and log-likelihood distance criteria to determine whether 

the current data can be grouped into an existing cluster or whether it needs to form a new one. 

Second, values that are inappropriate for any situation will be classified as outliers and 

removed. Sub-clusters are organized into the desired number of clusters in the third stage. 

Traditional clustering approaches can be successfully used in this step because the number of 

sub-clusters is significantly less than the number of original data [29].  

Both numerical and categorical variables can use log-likelihood distance. It is assumed 

that the category variables have multinomial distributions and that the numerical variables 

have normal distributions to calculate this value. The variables are also independent of one 

another. The distance between clusters i and j is given as follows [30]: 

𝑑(𝑖, 𝑗) = 𝜉𝑖 + 𝜉𝑗 − 𝜉<𝑖,𝑗>      (1) 

with  
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𝜉𝑠 = −𝑁𝑠 (∑
1

2
𝑙𝑜𝑔(𝜎̂𝑘

2 + 𝜎̂𝑠𝑘
2 )𝐾𝐴

𝑘=1 + ∑ 𝐸̂𝑠𝑘
𝐾𝐵

𝑘=1 )     (2) 

with  

𝐸̂𝑠𝑘 = − ∑
𝑁𝑠𝑘𝑙

𝑁𝑠

𝐿𝑘
𝑙=1 𝑙𝑜𝑔

𝑁𝑠𝑘𝑙

𝑁𝑠
       (3) 

where 𝑑(𝑖, 𝑗) is the distance between clusters 𝑖 and 𝑗; < 𝑖, 𝑗 > index that denotes the cluster 

generated by co-ordinating clusters 𝑖 and 𝑗; 𝐾𝐴 is the total number of numerical variables; 𝐾𝐵 

is total number of categorical variables; 𝐿𝑘 is the number of categories for the k-th categorical 

variable; 𝑁𝑠 is the total number of data records in cluster 𝑠; 𝑁𝑠𝑘𝑙 is the number of records in 

cluster 𝑠 whose categorical variable 𝑘 takes l category; 𝜎̂𝑘
2 the estimated variance (dispersion) 

of the continuous variable 𝑘 , for the entire dataset; 𝜎̂𝑠𝑘
2  the estimated variance of the 

continuous variable 𝑘, in cluster 𝑗.          

The Schwarz's Bayesian Information Criterion (BIC) indicator is computed for each 

number of clusters within a specific range to determine the optimal number of clusters [30]. 

Then, using that indicator, a preliminary calculation of the number of clusters is made. By 

determining the largest change in distance between the two nearest groups throughout each 

stage of hierarchical clustering, the preliminary estimate is finally improved. 

𝐵𝐼𝐶(𝐽) = −2 ∑ 𝜉𝑗 + 𝑚𝐽
𝐽
𝑗=1 𝑙𝑜𝑔 (𝑁)      (4) 

with 

𝑚𝐽 = 𝐽 (2𝐾𝐴 + ∑ (𝐿𝑘 − 1)𝐾𝐵

𝑘=1 )       (5) 

where 𝐵𝐼𝐶(𝐽) is total number of clusters; 𝐽 is the number of clusters; 𝑚𝐽 is ratio in 𝑗 cluster 

developed during the hierarchical clustering step; 𝜉𝑗 is the 𝑗𝑡ℎ cluster variance. 

In the last phase, statistics, including the chi-square test for categorical variables and 

the t-statistics for numerical ones, were used to quantify the relative contribution of each 

variable to the creation of a cluster.    

3.2.2.  The k-means method 

The k-means algorithm is a cyclic algorithm where clusters are iteratively updated 

until the most suitable solution is achieved. The general logic of the k-means algorithm 

involves dividing a dataset composed of n data objects into k clusters, determined based on 

preliminary information and the researcher's experience. The objective is to maximize intra-

cluster similarity while minimizing inter-cluster similarity. Cluster similarity is calculated 

using the mean value of objects [31]. The summarized k-means procedure is outlined as 

follows [32]: 

Input:  

 k: the number of clusters; 

 D: a dataset containing n objects.  

Output: A set of k clusters.  

Implementation of the k-means algorithm: 

Step 1: Select the value of k to decide the number of clusters to be formed. 
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Step 2: Select random k points that will act as cluster centroids. 

Step 3: Assign each data point, based on their distance from the randomly selected 

points (Centroid), to the nearest centroid, which will form the predefined clusters. 

Step 4: Place a new centroid of each cluster. 

Step 5: Repeat step 3, which reassigns each datapoint to the new closest centroid of 

each cluster. 

Step 6: If any reassignment occurs, then go to step 4; else, go to step 7. 

Step 7: Finish 

The right number of clusters can be selected by the Within-Cluster-Sum-of-Squares 

(WCSS) method. WCSS stands for the sum of the squares of distances of the data points in 

each and every cluster from its centroid. The main idea is to minimize the distance between 

the data points and the centroid of the clusters. The process is iterated until we reach a 

minimum value for the sum of distances. Here are the steps to follow for determining the 

optimal number of clusters using the elbow method [33]: 

Step 1: Execute the k-means clustering on a given dataset for different k values 

(ranging from 1-10). 

Step 2: For each value of k, calculate the WCSS value. 

Step 3: Plot a curve between WCSS values and the respective number of clusters k. 

Step 4: The sharp point of bend or a point (looking like an elbow joint) of the plot, like 

an arm, will be considered as the optimal value of k. 

3.2.3. Cluster quality examination 

Evaluating the effectiveness of clustering methods involves considering various 

metrics and aspects of the clustering results. There are many methods to evaluate the 

effectiveness of clustering techniques. In this study, the authors employed a commonly 

applied method, the Silhouette score. The Silhouette's value evaluates how similar an object is 

to its cluster (cohesion) in comparison to other clusters (separation). Cluster cohesion 

illustrates the average distance between a sample and all other data points within the same 

cluster. Conversely, cluster separation describes the average distance between a sample and 

all other data points in the nearest cluster [34]. This metric spans from −1 to 1, and the 

Silhouette’s value delineates the following [35]:   

 Poor classification from −1.0 to 0.2; 

 Fair classification from 0.2 to 0.5;  

 Good classification from 0.5 to 1.0. 

In other words, a Silhouette’s value of 1 implies that the object is notably distant from 

other clusters. A Silhouette’s value of 0 signifies that the object lies between two neighboring 

clusters. Conversely, a Silhouette’s value less than 0 suggests that those objects have been 

erroneously assigned to the wrong cluster. In simpler terms, a higher value indicates that the 

object aligns better with its cluster than with other clusters. The Silhouette’s value is 

computed as follows [34]:  
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𝑆(𝑖) =
𝑏(𝑖)−𝑎(𝑖)

𝑚𝑎𝑥 (𝑏(𝑖),𝑎(𝑖))
       (6) 

where 𝑆(𝑖) is Silhouette coefficients for 𝑖𝑡ℎ object; 𝑎(𝑖) is average of the minimum distance 

between 𝑖𝑡ℎ object in the same cluster; 𝑏(𝑖) is average of the minimum distance between 𝑖𝑡ℎ 

object in a different cluster. 

3.2.4. Structured query language (SQL) in GIS 

Utilizing spatial data is crucial for analyzing traffic accidents. Visualizing the 

locations of clusters and the positions of each traffic accident within each cluster is really 

challenging. It becomes simpler to store, manipulate, query, analyze, and visualize spatial data 

in a GIS. The preferred data language for relational database management systems is 

Structured Query Language (SQL). Although it similarly resembles relational algebra, it is 

based on tuple relational calculus. For managing and accessing databases, SQL is a widely 

used programming language. After the traffic accident datasets are grouped into homogeneous 

groups, they are spatially visualized through GIS tools.  A subset of data can be defined using 

SQL to perform analytics. ArcGIS 10.5 software was used to conduct this investigation.   

4. RESULTS AND DISCUSSIONS 

4.1. The two-step cluster method 

The BIC indicator is used to determine how many clusters to select. Tab. 2 displays 

cluster selection criteria. The optimal number of clusters is selected based on the highest rate 

of distance measurements. In this case, the highest rate of distance measurements is 1.875 

corresponding to the five clusters. As a result, five clusters were automatically selected.  

Table 2. Criteria for choosing clusters. 

Number of 

Clusters 
BIC BIC Changea 

Ratio of BIC 

Changesb 

Ratio of Distance 

Measuresc 

1 73,575.957    

2 64,132.764 -9,443.194 1.000 1.530 

3 59,025.764 -5,107.000 .541 1.625 

4 57,615.518 -1,410.245 .149 1.064 

5 56,476.769 -1,138.750 .121 1.875 

6 57,303.115 826.346 -.088 1.384 

7 58,752.836 1,449.721 -.154 1.163 

8 60,430.484 1,677.648 -.178 1.004 

9 62,114.310 1,683.825 -.178 1.154 

10 63,983.150 1,868.840 -.198 1.199 

Note: a is the modifications relate to the table's former cluster count; b is relative to the change for the 

two clusters solution, the ratios of changes; c is based on the comparison of the current number of 

clusters to the previous number of clusters, the distance measure ratios are calculated. 

Fig. 1 showed that the quality of the cluster is quite good because the rate of sizes of 

the largest cluster to the smallest one is 3.33 (smallest compared to the other alternatives). 

Besides, an advantage of this method is that the centroids for each numerical variable and the 

frequencies for each categorical variable were presented separately. 
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            Figure 1. Cluster sizes based on the two-step cluster method. 

The five-cluster model provided the distributions of cluster-dependent univariate 

variables. Consequently, a specific traffic accident type was identified for each cluster. The 

skewed feature distributions that varied among the clusters were considered to accurately 

represent each cluster. Traffic accidents can be assigned to multiple clusters based on feature 

probabilities. Tab. 3 enumerates the attributes and their probabilities in each of the five 

clusters used to create the model. 

Table 3. The likelihood of characteristics within each cluster. 

Variables Values 
Clusters (%) 

1 2 3 4 5 

Vehicle type of 

the first party 

Truck, car 80 60 5 0 5 

Motorbike 10 30 86 93 82 

The presence of 

the victim 

  
100 100 100 0 100 

Vehicle type of 

the victim 

Motorbike 80 80 89 0 20 

Truck, car 0 5 3 0 70 

Consequence of 

the first party 
Fatal 1 2 36 86 90 

Consequence of 

the victim 
Fatal 90 87 63 0 2 

Road type 

Local street  90 8 8 40 20 

National, provincial road  10 90 0 40 75 

Country lane 0 2 92 20 5 

As illustrated in Tab. 3, in cluster 1, 80% of the victim's vehicle type is a motorbike, 

while the first party's vehicle type consists of 80% trucks and cars. Traffic accidents in this 

cluster predominantly occur on local streets, accounting for 90%. The death rate of victims in 

this cluster is 90%. Therefore, the authors refer to this cluster as "Traffic accident between a 

truck/car and a motorbike on local streets".    

Cluster 2 shows similarity with cluster 1 regarding to vehicle types. Specifically, the 

victim's vehicle type in this cluster is predominantly motorcycles, constituting 80%. 

Meanwhile, the vehicle type of the party causing the accident is also mainly trucks/cars, 

making up 60%, and motorcycles accounting for the remaining 30%. However, it is 
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noteworthy that accidents in cluster 2 primarily occurred on national and provincial road, 

accounting for 90%. The death rate of victims in this cluster is 87%. Consequently, cluster 2 

is described as "Traffic accident between a truck/car and a motorbike on national and 

provincial roads”.  

Cluster 3 is different from the initial two clusters in terms of the road type, specifically 

country lanes, constituting 92% of all instances. Besides, the vehicles of both the accident-

causing party and the victim in this cluster utilized motorcycles, accounting for approximately 

86% and 89%, respectively. Thus, this cluster is characterized as "Traffic accidents involving 

two motorbikes on country lanes." 

In cluster 4, all accidents are self-caused without the involvement of any other 

vehicles. According to Tab. 3, this cluster stands out from other groups as motorcycles were 

the vehicle of the user in 93% of the cases. The death rate in this cluster is 86%. The authors 

label this cluster as "Single-vehicle motorbike accidents." 

Cluster 5 is characterized by the fact that the motorbikes (82%) was responsible for 

causing the accident (due to illegal driving), whereas the second vehicle involved was legally 

driven. The death rate for motorbike drivers is 90%. Hence, this cluster is described as 

"Motorbikes causing accidents on streets, provincial, and national roads."  

Tab. 3 shows the valuable findings from the five-cluster model. The two-step cluster 

method enables us investigate the sizes and types of traffic accidents that correlate to each 

cluster. Besides, this clustering method also identifies important features such as the status of 

the victims as well as that of the first party. The results further support the idea that when 

segmenting traffic accident data, the type of vehicles and the kind of roads should be taken 

into account. Unlike the previous studies, especially, the study of [7] utilized a k-means 

algorithm to categorize accident locations into three groups: high-frequency, moderate-

frequency, and low-frequency. The k-means algorithm employs accident frequency counts as 

parameters for the clustering of these locations. However, the studies of [14,16,20] show that 

density-based clustering algorithms and spatial analyses outperform the k-means algorithm 

when applied to determine accident hotspot locations. The authors of [21] applied k-means to 

group the combinations of the four indicators into categories with homogeneous effects on 

run-off-road injury crashes frequency and severity. This study did not group by types of 

accident.     

4.2. The k-means method 

The basic requirement for cluster analysis is to determine the number of clusters to be 

formed by clustering algorithm. The elbow method is applied to find the optimal number of 

clusters. We generated 10 models for 1 cluster to 10 clusters. Fig. 2 illustrates the outcome of 

the elbow method for the 10 models generated. It shows that there is a reduction in the values 

of WCSS with an increase in the number of clusters. Based on Fig. 2, we selected the model 

with 4 clusters at the elbow joint, as no further improvement was observed beyond this point. 

Our selection also follows the approach used by previous studies [11,36]. 

Fig. 3 illustrates the size of 4 clusters based on the k-means method. Fig. 3 showed 

that the quality of the cluster is not good because the rate of sizes of the largest cluster to the 

smallest one is 5.88 (higher compared to the two-step cluster method).  

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-015-0035-y#Fig2
https://journalofbigdata.springeropen.com/articles/10.1186/s40537-015-0035-y#Fig2
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            Figure 2. The cluster models generated based on the elbow method. 

 

 
            Figure 3. Cluster sizes based on the k-means method. 

After creating a number of clusters, we implement the k-means algorithm in Jupyter 

Notebook programming to segment the accident dataset. Once we achieved the appropriate 

segmentation of the dataset, our next task was the characterization of each cluster. A thorough 

analysis of each cluster revealed that accident variables categorizing the clusters were four 

different accident types. A brief description of the clusters is given below. 

Cluster 1 represents traffic accidents involving the first party (cars/trucks), accounting 

for 61.5%, and the victim (motorbikes), accounting for 62.4%. Cluster 2 is single-vehicle 

motorbike accidents, accounting for 75%. Cluster 3 represents accidents involving the first 

party (cars/trucks), accounting for 70%, and the victims (motorbikes), accounting for 79.6%. 

Cluster 4 includes accidents caused by the first party (motorbikes), accounting for 80.6%, 
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with the majority of victims being motorbikes (30.3%), followed by trucks (22.6%), and the 

remaining cases involve pedestrians, cars, and bicycles.   

4.3. Cluster quality examination between the two-step cluster and the k-means methods 

Evaluating the effectiveness of clustering methods involves considering various 

metrics and aspects of the clustering results. First, the Silhouette score was applied to evaluate 

the effectiveness of the two clustering methods, two-step cluster and k-means. The results 

indicate that the Silhouette score for the two-step cluster is 0.563, whereas the Silhouette 

score for the k-means is 0.341. A higher Silhouette score denotes better-defined clusters [35]. 

Specifically, the Silhouette score for the two-step cluster is 0.563, falling within the range 

from 0.5 to 1.0, resulting in a good classification outcome. Meanwhile, the Silhouette score 

for the k-means is 0.341, falling within the range from 0.2 to 0.5, resulting in a fair 

classification outcome. Therefore, the clustering efficiency of the two-step cluster method is 

better than that of the k-means method. 

In addition, we can rely on the clustering results of the two methods to evaluate both 

the cluster quality and the clustering method. To simplify the analysis of clusters in both 

methods, the authors emphasize that cluster 1 in both methods shares nearly identical 

characteristics in terms of vehicle type. Furthermore, in the k-means method, Cluster 2 aligns 

with cluster 4 in the two-step cluster, while cluster 3 in the k-means method corresponds to 

cluster 2 in the two-step cluster. Finally, cluster 4 in the k-means method corresponds to the 

combination of clusters 3 and 5 in the two-step cluster. 

 
Figure 4. Locations of clusters of traffic accidents studied in Hanoi. 

According to the clustering results, we observe that in the k-means method, cluster 1 

groups the first party (cars/trucks) for 61.5% and the victim (motorbikes) for 62.4%, whereas 

in the two-step cluster method, cluster 1 accounts for 80% for the first party (cars/trucks) and 

80% for the victim (motorbikes). This indicates that the rate of homogeneous data in cluster 1 

using the two-step cluster method is significantly higher than that of the k-means method. 
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Likewise, in the k-means method, cluster 2 is single-vehicle motorbike accidents, accounting 

for 75%, whereas in the two-step cluster method, cluster 4 is single-vehicle motorbike 

accidents, accounting for 100%. It means all accidents are self-caused without the 

involvement of any other vehicles in this cluster. Although in terms of cluster size, cluster 2 in 

the k-means method is equal to cluster 4 in the two-step cluster method. Specifically, in the k-

means method, cluster 4 is quite large, accounting for 51.8% of the total. Meanwhile, with the 

two-step cluster, this cluster is separated into 2 smaller groups with distinct characteristics. 

Importantly, the clusters in the two-step cluster method also have additional important 

characteristics including road type and mortality rate of victims in each cluster. Hence, the 

clustering effectiveness of the two-step cluster method surpasses that of the k-means method. 

4.4. Location of clusters based on GIS 

These clusters were created and displayed in GIS using SQL. The locations of the 

clusters and the accidents inside each cluster are shown in Fig. 4. The investigation of 

contributing elements is simple when we are aware of the types and locations of accidents.   

5. CONCLUSIONS, SUGGESTIONS, LIMITATIONS, AND FUTURE WORKS 

First, the study compared the effectiveness of two clustering methods: k-means and 

two-step cluster. According to the Silhouette score, the two-step cluster method achieved a 

higher score of 0.563, while the k-means method scored 0.341. A higher Silhouette score 

indicates more well-defined clusters. Moreover, based on the clustering results, it becomes 

evident that the two-step cluster method exhibits a significantly higher rate of homogeneous 

data in the clusters compared to the k-means method. Consequently, the study concludes that 

the two-step cluster method is more effective than k-means in terms of clustering ability. 

Furthermore, the two-step cluster method holds a notable advantage over the k-means, k-

modes, and k-medoids method in data preparation, as it not only handles both category and 

numerical data but also determines the ideal number of clusters automatically.   

Second, the research suggests combining the two-step cluster method with GIS for 

analyzing traffic accident datasets. The outcome identifies five typical types of accidents in 

Hanoi. In addition, the locations of various accident types were visually illustrated on a map, 

enabling traffic officials to recommend precise and urgent countermeasures. The study also 

confirms that segmenting the traffic accident dataset into homogeneous clusters facilitates 

easier and more accurate identification of the reasons. The outcomes further support data 

segmentation based on vehicle types, road types, and accident types. 

Finally, the data aspect is the limitation of this study. Our dataset is old, and the 

observation period is not sufficiently long. This may result in findings that fail to capture the 

diverse situations in traffic accidents. These limitations should be acknowledged and 

addressed in future studies. Nevertheless, despite these constraints, the authors remain hopeful 

that the results of this research will assist authorities in gaining a more detailed understanding 

of typical traffic accident patterns in Hanoi. Moreover, the employed methods could 

potentially be applied to other regions, offering an additional avenue for analysis. 
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