MULTIPLE VEHICLES DETECTION AND TRACKING FOR INTELLIGENT TRANSPORT SYSTEMS USING MACHINE LEARNING APPROACHES
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Abstract. Video surveillance is emerging research field of intelligent transport systems. This paper presents some techniques which use machine learning and computer vision in vehicles detection and tracking. Firstly the machine learning approaches using Haar-like features and Ada-Boost algorithm for vehicle detection are presented. Secondly approaches to detect vehicles using the background subtraction method based on Gaussian Mixture Model and to track vehicles using optical flow and multiple Kalman filters were given. The method takes advantages of distinguish and tracking multiple vehicles individually. The experimental results demonstrate high accurately of the method.
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1. INTRODUCTION

Video surveillance system has become widely deployed in many aspects of life, especially in Intelligent Transportation systems (ITS). Using cameras and the image processing algorithms, the traffic flow can be measured under various environment conditions by detecting vehicles methods [1, 2]. In video surveillance system, there are three fundamental steps of image processing which are image acquiring, pre-processing and analyzing. Result of analyzing step are contents which then can be used for object
recognition. In an ITS with static cameras, motion is used as major factors for object recognition process. A robust moving object detection algorithm must handle the non-idealities of scenes such as changes in illumination, high frequency motion, changes of long-term scene, and also shadows. For the past decade, numerous algorithms were proposed to deal with the above mentioned problems [3, 4, 5]. Computer vision plays a very important role in the development of video surveillance technology. Successful applications of computer vision could be found in many fields such as video surveillance, face recognition, finger and iris recognition, and especially in transportation [6, 7, 8]. Applying computer vision techniques, the features of face, finger and iris can be extract from the image, person can be automatically identified or verified by recognition systems [9]. In video surveillance, series of computer vision algorithms will be applied on the sequence of images from camera to extract the objects or human and analyze their behaviour, characterize and decide their behaviour is normal or abnormal [10]. In transportation, computer vision can be apply to automatically monitor traffic by extract each kind of vehicle and transmit numerical data to the transport management centres [11].

Recently, a lot of camera surveillance systems was deployed [12]. There are two kinds of systems which are semi-automatic and automatic system. With the first one, the camera only capture and store images from the roads, technical staffs will then analyze contents from the image. With the second one, all the surveillances are automatically processed without any interaction from people. This automatic surveillance system can automatically detect moving vehicles, track the vehicles in their lanes and calculate the speed of the vehicles [13]. Many advanced pattern recognition technique are also applied together in the automatic system to detect, track the moving vehicles and measure traffic flow at day and night time by recognize headlight and taillight of vehicles [14].

2. MACHINE LEARNING APPLICATIONS FOR ITS

2.1. Vehicles detection based on machine learning approaches

In any traffic management and planning system, the first and most important step is collecting basic characteristics of traffic flows such as flow rate, speed and density. These characteristics are source for deployment of many intelligent transport systems’ applications such as traffic signal controlling, transportation organization and management. During recent years, researches in traffic management and planning system field and to be more specific in vehicles detection and tracking field has become more urgent. Some successful research approaches of will be reviewed in the next part of this paper.

In order to obtain basic flow characteristics from traffic surveillance cameras, a process of analyzing images received from the camera must be created. Normally the process has two main stages: (1) extracting features from the images and (2) detecting and classifying vehicles based on the features. This process is illustrated in the figure 1 with four levels of complexity.
At every levels, the final steps always contains classifiers which will detect and classify vehicles.

![Diagram showing the process of feature extraction and classification.](image)

**Figure 1.** Complexity levels of feature extracting in traditional recognition [6].

(1) Extracting features from the images

Features on the images can be simply a collection of special pixels which have different color or intensity from the neighbor’s pixels. Features are normally pixels on the angle or edge of images’ objects. Some implementation of extracting features have been proposed such as LBP (Local Binary Pattern), HoG (Histogram of Oriented Gradient)… The characteristics of objects can have complex structures, for example an image area where pixels are interlinked follow certain principles. The example of classical principles are distribution of special pixels or the same rule in changing of intensity or light direction. Some machine learning approaches such as SVM (Support Vector Machine), AdaBoost based on Haar-like features have been proposed for these purposes.

(2) Vehicle detection and classification

The next step, the extracted features will be compared with a sample features set, then vehicles will be detected and classified. The set of sample features is built using pattern recognition methods and supervised learning techniques. The most popular supervised learning approaches are neural networks with feed or back propagations using Haar-like features combine with Ada-Boost algorithms.

A fast, popular and effective object-detection method Viola and Jones’s method which use Haar-like features [15]. The proposed Haar-like characteristics are rectangles with dark light areas interleaved as shown in figure 2.

![Basic Haar-like features.](image)

**Figure 2.** Basic Haar-like features.
Basic Haar-like features can be extended to recognize objects in more effectively ways. There are three groups of Basic Haar-like features: edge, line, center-surround. Extended Haar-like features are showed in figure 3.
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**Figure 3. Extended Haar-like features.**

Haar-like features’ intensity values of pixels are different between pixels in bright areas and dark areas. These values can be quickly calculated based on integral image. Then these values apply AdaBoost algorithm to train strong classifier to identify objects on the image according to the [16]. To obtain a strong classifier, each calculated Haar-like characteristic is used to establish a weak classifier according to the formula number 2.

\[
 h_i = \begin{cases} 
 +1 & \text{if } V_i \geq T_i \\
 -1 & \text{if } V_i < T_i 
\end{cases} 
\]  

(1)

where, \( V_i \) is the Haar-like feature value, \( T_i \) is the threshold for establishing a weak classifier, the threshold value is the Haar-like feature value of an sample image in the training set. Value \( h_i = +1 \) if the input image is a vehicle that needs to be detected, in other words, this classifier detected correctly input image. Conversely, \( h_i = -1 \) means that the input image is not a vehicle.

There is one problem, what is the suitable value of threshold \( T_i \). In other words, which sample in the training data set should be chosen to calculate Haar-like features to set threshold for classifier? In addition, with an input image, size is often much larger than the sample image size, we must consider to utilize a lot sub-windows for the input image. With these sub-windows, only a small number contain vehicles that need to be identified. If you consider all of sub-windows are equally important then it will waste huge amount of computing resources.

Solving these two mentioned problems, the strong classifier is concluded on the basis of many weak classifiers which arranged in a multi-layer structure. Each weak classifier performs classification whether or not a vehicle that needs to be identified in the sub-window under consideration with accuracy is less than 50%. At each layer, the sub-window is removed if the classifier determines there is no vehicle. Conversely, the sub-window will be
moved to the next layer. A sub-window contains a vehicle that needs to be identified if it passes through all layers and is classified by the last layer as containing a vehicle.

![Diagram of vehicle detection and classification](image)

**Figure 4.** Concluding strong classifier based on multi weak classifiers.

The results of vehicle detection and classification use Haar-like feature according to the cascade model illustrated in the following figure 5.

![Vehicle detection and classification using Haar characteristics](image)

**Figure 5.** Discover and classify vehicles using Haar characteristics.

In experiment of medium traffic density, the accuracy of traffic vehicle detection and classification method using Haar-like characteristics using AdaBoost algorithms are quite high. However, in high-density traffic conditions, this model has low accuracy because many vehicles are partially hidden and as a result the strong classifier cannot detect these vehicles. It causes limitation of this approach in mixed traffic condition in Vietnam. The mixed traffic
condition is quite common in Vietnamese big cities which have various types of vehicles.

2.2. Vision based approach for vehicle tracking and estimation of traffic flow parameters

Machine learning approaches for detecting and counting vehicles have advantages such as can identify each type of vehicles, allow statistics and classification of vehicles. But there are some disadvantages still exist such as the computational complexity and the low accuracy in high density flow conditions. Moreover, these approaches still lack the abilities to distinguish different type of vehicles, the reason is similarities of vehicles and complex of transportation means. Therefore, this solution is often applied in areas with low traffic density, where vehicles travel clearly in specific lanes such as on highways. In Vietnamese big cities, the traffic flow is mixed and has high density. There are also various types of vehicles that do not strictly follow their lanes. The majority of vehicles are motorcycles. The solutions of motion detection algorithm is based on background subtraction and optical flow [17] have been applied to estimate the average velocity of the traffic flow and the occupancy density of vehicles on the road. Block diagram illustrated estimation process of traffic flow parameters has been shown in figure 6.

![Figure 6. Traffic flow parameter estimation process.](image1.png)

![Figure 7. Result of background subtraction.](image2.png)
Image pre-processing: The video frames streamed from the camera, then image pre-processing transformations such as image resizing, color to gray image conversion are performed to reduce the computational complexity.

Background subtraction: The background subtraction algorithm is applied to extract traffic vehicles (foreground objects) from the image background, which are installed according to the mixture of Gaussians model. To detect the moving object from the background, the solution is to calculate the absolute deviation of the intensity of the pixels between two consecutive frames. Through the difference of intensity between two consecutive frames at the same position, it determines whether this pixel belongs to the background or the foreground object.

Binary and morphological transformations: The next step in the process of vehicle tracking from the background is to convert the resulting image to a binary image and apply some morphological transformations to integrate the discrete pixels which belong to a vehicles. These conversions improve the accuracy of vehicle tracking results.

Vehicle extracting: The edge detection algorithm is applied to localize a moving vehicle, and separating the foreground object from the background. The rectangular boundaries are drawn around the moving object separated from the image background.
Optical flow calculation: The Optical flow algorithm [17] is performed to calculate the displacement of the image-based pixels according to the frame flow, as shown in Figure 9, where the detected points are shifted from the previous frame shown. At these pixels, the displacement vector is drawn and shown on the image. These vectors are used to estimate vehicle velocity.

Figure 10. Result of optical flow calculation.

2.3. Vehicles tracking using multiple Kalman filters

Beside Optical flow method, Kalman filter can be used to predict each vehicle in current time. Normally, a Kalman filter is used to estimate the state of a linear system where the state is assumed to be distributed by a Gaussian. It is typically divided into two steps: prediction and correction. The purpose of prediction step is to estimate the state based on the state equation. Similarly the correction step uses the current observations to update the vehicle’s state. In this paper, to track multiple vehicles simultaneously, multiple Kalman filters as number of vehicles is used [9]. Each Kalman filter is represented as below:

\[
\begin{align*}
x_k &= A x_{k-1} + w_k \\
z_k &= H x_k + v_k
\end{align*}
\]

where \( x = \begin{bmatrix} p_x & p_y & v_x & v_y \end{bmatrix}^T \), \( p_x, p_y \) are the center position of x-axis and y-axis, respectively. \( v_x, v_y \) are the velocity of x-axis and y-axis. Matrix A represents the transition matrix, matrix H is the measurement matrix, and T is the time interval between two adjacent frames. \( w_k \) and \( v_k \) are the Gaussian noises with the error covariance \( Q_k \) and \( R_k \). The Kalman filter is process as follow:

Update the state: \( x_{k|k-1} = A x_{k-1|k-1} \)

Predict the measurement: \( z_{k|k-1} = H x_{k|k-1} \)

Update the state error covariance: \( P_{k|k-1} = A P_{k-1|k-1} A^T + Q_k \)
To track multiple vehicles in complex transportation, matching between vehicles and measurement should be performed correctly. In this paper, we employ the data association method, which split and merge the vehicles [9]. The overall tracking method is given in figure 11.

**Figure 11. The flow chart of vehicles tracking method.**

Figure 12 shows the results for the multiple vehicles tracking. When a car or motorbike comes to the region of the camera, it will be assigned a new tracking object and initialize tracking window for this object. The tracking results of multiple vehicles show the tracking method is able to correctly track the new vehicle in transportation camera surveillance. For the case of several vehicles run near each other, we need data association method to distinguish each vehicles.

**Figure 12. Vehicles tracking using multiple Kalman filters.**
4. CONCLUSION

In this paper, we presented the detection and tracking method for multiple vehicles based on various methods including background subtraction, optical flow and Kalman filter. All vehicles are detected using background subtraction. For each vehicle, the optical flow and Kalman filter was established and bounding boxes was used as features. The Kalman filter estimates the state based on the state equation and corrects using the current observations to update the vehicle’s state. Results of this paper show that this method can be applied in transport management centre for traffic monitoring.
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